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Abstract—Current collaborative robot arms allow more flexible
work cells, where they safely collaborate with human operators
augmenting productivity in tasks difficult for traditional automa-
tion. However, current solutions for safe interactions imply stop-
ping the robot motion when a collision is detected. This reduces
the productivity in an operational setup in which unintended, safe
collisions can happen often. Active contact evasion by the robot
arm is desirable so that the production process continues despite
regular interferences and path obstructions. In the Factory-in-a-
day project dynamic collision avoidance technologies have been
developed, including a proximity-sensing robot skin, a motion
control framework based on proximity-sensing and a reactive
path-planning solution. This technologies have been integrated
into a dynamic-obstacle avoidance framework successfully tested
in simulation and laboratory set-ups. The goal of this paper is
to present the obstacle avoidance solution that is currently being
implemented with this framework for a collaborative pick and
place application prototype. This prototype will be presented at
the RoboBusiness Europe event in April 2017.

I. INTRODUCTION

A desire for robotic solutions, particularly in the Small and
Medium scale Enterprises (SMEs) is becoming increasingly
prominent. Automation and robotics promise to deliver reduc-
tion on production costs and increase in productivity. How-
ever, traditional automation implies an investment prohibitive
for SMEs, whose activities mainly involve small batches of
production and high variety of products, for example, due to a
seasonal nature of their operations. Concretely, tasks such as
assembly, machine filling or packaging, can be automated with
a robot in the workcell. However economic feasibility requires
to reduce the robotization costs. The Factory-in-a-day project
[1]] tries to reduce the robotization cost by reducing the system
integration cost and installation time. The key idea is that the
robot solution is flexible so that it can be quickly re-installed
and configured to another temporary product line.

To achieve this flexibility and maintain acceptable levels of
productivity, in the Factory-in-a-day approach we propose to
automate the easy 80% of the tasks and leave the hard 20%
for human co-workers. Robot manipulators provide power,
repeatability and extended work-space while the human op-
erators provide flexibility and problem solving capacity. In
addition, fenceless collaborative robots save space and installa-
tion cost. However, this approach requires a very high level of
safety and agility; the robots should be aware of any obstacle,
including dynamic obstacles such as its humans co-workers,
and be able to move to avoid contact. Whereas current co-bots
guarantee safe contacts, they degrade the performance of the
work cell because of stopping the production. This is one of
the breakthrough innovations of the Factory-in-a-day project,
which is the focus of this paper: robot arms that are aware of
all (dynamic) obstacles in their environment, and that respond
by moving around these obstacles while still continuing their
work.

The paper is organised as follows. Section [lI| describes the
solution for dynamic obstacle avoidance that makes use of a
proximity-sensing robot skin. In Section |L1I| the robot motion
control architecture to incorporate the collision information
as safety constraints to dynamically adapt the trajectory is
presented. Section [[V|presents the preliminary results obtained
in two different robot setups. Finally, in Section [V] we present
our concluding remarks and a discussion of the current work
in progress.

II. DYNAMIC OBSTACLE AVOIDANCE SOLUTION FOR
COLLABORATIVE MANIPULATION

Current collaborative robot solutions guarantee safety, but
they use obstacle detection to stop moving. Our dynamic
obstacle avoidance solution is that of using obstacle detection
to respond by moving around the obstacles while continuing



to accomplish the desired tasks. The obstacles are detected
by a proximity-sensing robot skin. Additionally, an integrated
dynamic motion planning approach creates motion plans that
fulfil various task specific constraints for typical industrial
applications. For example the work cell 3D model is used
to create a consistent model of the work environment, so that
collision free trajectories are flexibly generated for different
operations. The automatic consideration of these constraints
drastically simplifies and speeds-up the deployment of the
robot.

The solution presented in this paper relies on the innovative
proximity-sensing Artificial Robot Skin (ARS) developed by
the Institute of Cognitive Systems Systems in the Technical
University of Munich [2]]. This modular skin consist of identi-
cal ’cells’ physically connected forming skin ’patches’. These
patches can be applied to cover the robot’s links and joints,
while being electronically connected to work as a single, mod-
ular robot skin. Each cell in the skin produces 4 modalities of
perception: 3D acceleration, force, temperature, and distance.
The multi-modal signals from the Artificial Robot Skin can
be used to control the dynamic behaviour of an industrial
robot , for example to achieve compliant motions in a non-
compliant robot manipulator [3]]. These multi-modal signals
can also be exploited to generate semantic representations [4]
for teaching new task to the robot [S]. The ARS also features
auto-calibration that allows to determine the kinematic chain
of each cell to the robot base frame [6]].

In this paper, the distance provided by an optical proximity
sensor in the skin, is used to detect the obstacles around the
robot.

An artist’s illustration of the complete dynamic obstacle
avoidance solution is shown in Fig. [} The robot motion
control component generates appropriate motion commands
for the robot controller to follow the trajectories required for
a given task. The proximity-sensing skin covers the links and
joints of the manipulator, and produces information regarding
potential collisions.

This information is used by the robot motion control module
to adapt the robot motions on the fly to fulfil both constraints:
following the current trajectory (with a certain tolerance) and
avoid collisions. If the collision is unavoidable with local
deformations of the current trajectory, the robot motion control
module requests a (global) re-planning, which is performed
on the fly by the reactive path-planner. The motion control
then takes the end effector to the final goal pose using the
alternative trajectory. The main functional modules of the
system are discussed in the following sections of the paper.

III. ROBOT MOTION CONTROL BASED ON PROXIMITY
SENSING

The motion control is achieved using the Stack of Tasks
(SoT) controller framework [7] which employs a hierarchical
jacobian control strategy eliminating the analytical inverse
kinematics computation thus making it a generic controller
for all robot platforms. The controller’s hierarchical nature
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Fig. 1. An artist’s schematization of the FiaD Dynamic obstacle avoidance
concept is illustrated on the left side. On the right, an overview of the main
components of the solution.

allows the robot to handle multiple kinematic tasks simultane-
ously exploiting the kinematic redundancy of the robot. The
controller’s real time capability comes from the high compu-
tational speed of the state of the art Hierarchical Quadratic
Programming (HQP) solver backing it.

A task basically is a control law that achieves a specific
objective which can be a free space task or just an inequality
constraint that narrows down the workspace of the robot. The
task function formalism is very well discussed in [8]]. In the
context of our work, tasks generally include robot joint posture
task, collision avoidance task, joint limits task and so on. The
SoT framework handles the task priorities hierarchically in
the real time to ensure there are no conflicts among tasks
which is used to achieve dynamic obstacle avoidance without
compromising on the main goal.

For example, let us consider a pick and place application
in a collaborative environment. The primary goal for this
application is to enable a robot to move to a (set of) desired
pick and place locations repetitively. The pick and place
locations can be defined as posture tasks in SoT. However,
a higher priority task considering the collaborative nature of
the environment is to avoid collisions with obstacles that could
be humans, for instance. Typically such a task is modelled as
an “Inequality” task and an eventual feasible solution (if one
exists) is computed by the solver by exploiting the kinematic
redundancy of the robot. In the jargon of motion planning and
control, this behaviour is similar to a local planner. However,
it is likely that a feasible solution is not found due to the
solver converging to a local minimﬂ In such a scenario, SoT
can also be used to leverage the services of a global planner
(see Section [[II-A) from the current robot state to the goal
so that an entirely new path is obtained which is free from
collisions and consequently allowing all the specified tasks to
be achieved in the order of their priorities. In Section |[IV] we
present the experimental results of using the SoT controller
on a practical setup and in simulation. The SoT controller has
also been configured to work with the ROS-control interface.
In all these setups, the proximity information from the artificial
robot skin is used as an input to the collision avoidance task. In

I'This is caused by the use of task Jacobians. For further details, please see

[Z].



the following part, we briefly present the global path planner
software framework that is used when the SoT controller hits
a local minima.

A. Reactive Path-Planning

The reactive path planning software framework is based on
the industry grade KineoWorksTMEl path planning library from
Siemens in order to provide fast and reliable robot paths. This
framework has also been seamlessly integrated into the ROS-
ecosystem via a ROS package called kws_ros_interface
which provides the planner implementations of KineoWorks as
shared objects that are readily usable in ROS-based software
via the kws_ros_planner ROS node.

Robot kinematic models are provided to KineoWorks in the
Unified Robot Description Format (URDF) which is a ROS
standard. Furthermore, KineoWorks also accepts the standard
ROS representation of a PointClouoﬂ for creating collision
models of dynamic obstacles in the environment. In our work,
point clouds are generated in two ways. In one scenario the
point clouds are generated by a standard Kinect 3D camera
that is observing the immediate environment of the robot.
In the other scenario, the point clouds are generated from
the proximity data obtained from the Artificial Skin. Finally,
the collision detection for dynamic obstacle avoidance is
performed using the Kineo™Collision Detector (KCDYf} KCD
performs 3D collision detection and minimal distance analysis
between triangular mesh surfaces in assembly environments.
KCD has been designed specifically to minimize memory
usage and take advantage of parallel processing. The complete
software architecture used in our paper for the Dynamic
Collision Avoidance functionality is shown in Fig.

In the following sections we present the current results we
have of using the different functionalities described.

IV. PRELIMINARY RESULTS

The preliminary results of evaluating the different function-
alities are presented in two main categories. The first category
includes results from individual evaluation of the different
functional components on practical applications. The second
category involves simulation and partial practical results of
integrated evaluation of the functional components.

1) Individual Components: The Artificial Robot Skin has
already been deployed on a Universal Robots URS robot (see
Fig. [3). For the moment, the ARS is being tested to provide
proximity information related to obstacles in the immediate
surroundings of the robot.

The Stack of Tasks (SoT) controller has already been
deployed and tested for achieving different postures on the
setup in Fig. 3] The authors are actively working on extending
the behavior to path following and eventually integrate in
accordance with the reactive collision avoidance architecture
shown in Fig.

2See [Kineoworks,
3See http://wiki.ros.org/pcl
4See KCD!
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Fig. 2. Dynamic collision avoidance software architecture.

Fig. 3. URS setup with the Artificial Robot Skin by Mittendorfer et al. [2],
showing some cells being activated (with red LEDs) by obstacles (<= 6 cm).

A. Integrated evaluation

The integration of all the components has been evaluated
on a simulation of the orange sorting robot by Dean et al. [9],
[10] as shown in Fig. [

The evaluation is done in a ROS based gazebo environment
with the skin sensors simulated using the flexible collision
library to project the distance between objects to sensor range
measurements. These measurements are mapped to signals
compatible in dynamic graph framework using a bridge com-
ponent to allow its use in the SoT controller. The collision


http://www.plm.automation.siemens.com/en_us/products/open/kineo/kineoworks/index.shtml
http://www.plm.automation.siemens.com/en_us/products/open/kineo/collision-detector/index.shtml

Fig. 4. Orange sorting scenario in simulation.The red point cloud is a
simulated obstacle.

avoidance component computes the point distance and jaco-
bian of each and every skin cell configured essential to feed
as an inequality constraint to the solver which backs the SoT
controller. The planning component having the capability to
plan with point cloud data has a Movelt! [11] python interface
to query motion plan requests. The response is a set of way
points which is then linearly interpolated to instantaneous joint
position commands to a path tracking task in the SoT. The SoT
controller also has a python interface which makes it easy to
design application scenarios.

The combined use of a reactive motion planner and a
hierarchical reactive SoT controller with skin data makes it
a good candidate for applying dynamical obstacle avoidance
in factory environments. Here is a video result of the same.

V. CONCLUDING REMARKS AND WORK IN PROGRESS

This paper has presented the technologies that have been
developed in the FiaD project to augment collaborative robot
manipulators with dynamic obstacle avoidance. All these
technologies: a proximity-sensing robot skin, a reactive path
planning solution and a robot motion control strategy, have
been validated in laboratory prototypes. Also, a preliminary
prototype of an integrated solution based on these technologies
has been tested in simulation. With the current promising
results, we are currently working on a robotic system prototype
(based on the setup in Fig. [3) that will be demonstrated in a
real collaborative pick-and-place application (TRL 7 [12]]) at
the RoboBusiness Europe 2017 (RBE17) conference.

The integration and installation of advanced functionalities
such as the dynamic obstacle avoidance solution presented
poses three main challenges from the software point of view.
The first is the integration of different components such as
the skin driver, path planner and robot motion control. We
address this challenge by adhering to the software development
paradigm of the ROS-Industrial initiative. All the components
discussed in this paper have been successfully integrated with
ROS.

A second challenge is the quality assurance and robustness
of the integrated robot software. This is crucial in produc-
tion environments, and is specially important in collaborative
applications, where safety needs to be guaranteed. For this
purpose an Automated testing Framework (ATF) has been
developed [13] as a part of the FiaD prohect, which allows
for the systematic testing of robot software components,
which includes unit testing, simulation-in-the-loop testing and
eventually hardware-in-the-loop testing. The tests can be au-
tomated and integrated in a centralized continuous integration
system. Preliminary test have already been conducted with the
components of the robot software system of this work, and the
integrated prototype applications will be tested with ATF.

Finally, the third challenge is the deployment of the soft-
ware. One of the main barriers to transfer solutions based
on robot frameworks such as ROS to industry, and specially
SMEs, is how cumbersome it is to deploy. As a part of the
FiaD project, a Robot deployment toolbox has been developed
[14], based on ROS, which can also be integrated with ATF.
The deployment tools will also be evaluated on the RBE17
prototype.
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